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Summary
Background Common mental disorders can be effectively treated with psychotherapy, but some patients do not 
respond well and require timely identification to prevent treatment failure. We aimed to develop and validate a 
dynamic model to predict psychological treatment outcomes, and to compare the model with currently used methods, 
including expected treatment response models and machine learning models.

Methods In this prediction model development and validation study, we obtained data from two UK studies including 
patients who had accessed therapy via Improving Access to Psychological Therapies (IAPT) services managed by ten 
UK National Health Service (NHS) Trusts between March, 2012, and June, 2018, to predict treatment outcomes. In 
study 1, we used data on patient-reported depression (Patient Health Questionnaire 9 [PHQ-9]) and anxiety 
(Generalised Anxiety Disorder 7 [GAD-7]) symptom measures obtained on a session-by-session basis (Leeds 
Community Healthcare NHS Trust dataset; n=2317) to train the Oracle dynamic prediction model using iterative 
logistic regression analysis. The outcome of interest was reliable and clinically significant improvement in depression 
(PHQ-9) and anxiety (GAD-7) symptoms. The predictive accuracy of the model was assessed in an external test 
sample (Cumbria Northumberland Tyne and Wear NHS Foundation Trust dataset; n=2036) using the area under the 
curve (AUC), positive predictive values (PPVs), and negative predictive values (NPVs). In study 2, we retrained the 
Oracle algorithm using a multiservice sample (South West Yorkshire Partnership NHS Foundation Trust, North East 
London NHS Foundation Trust, Cheshire and Wirral Partnership NHS Foundation Trust, and Cambridgeshire and 
Peterborough NHS Foundation Trust; n=42 992) and compared its performance with an expected treatment response 
model and five machine learning models (Bayesian updating algorithm, elastic net regularisation, extreme gradient 
boosting, support vector machine, and neural networks based on a multilayer perceptron algorithm) in an external 
test sample (Whittington Health NHS Trust; Barnet Enfield and Haringey Mental Health Trust; Pennine Care NHS 
Foundation Trust; and Humber NHS Foundation Trust; n=30 026).

Findings The Oracle algorithm trained using iterative logistic regressions generalised well to external test samples, 
explaining up to 47·3% of variability in treatment outcomes. Prediction accuracy was modest at session one 
(AUC 0·59 [95% CI 0·55–0·62], PPV 0·63, NPV 0·61), but improved over time, reaching high prediction accuracy 
(AUC 0·81 [0·77–0·86], PPV 0·79, NPV 0·69) as early as session seven. The performance of the Oracle model was 
similar to complex (eg, including patient profiling variables) and computationally intensive machine learning models 
(eg, neural networks based on a multilayer perceptron algorithm, extreme gradient boosting). Furthermore, the 
predictive accuracy of a more simple dynamic algorithm including only baseline and index-session scores was 
comparable to more complex algorithms that included additional predictors modelling sample-level and individual-
level variability. Overall, the Oracle algorithm significantly outperformed the expected treatment response model 
(mean AUC 0·80 vs 0·70, p<0·0001]).

Interpretation Dynamic prediction models using sparse and readily available symptom measures are capable of 
predicting psychotherapy outcomes with high accuracy.

Funding University of Sheffield.

Copyright © 2021 The Author(s). Published by Elsevier Ltd. This is an Open Access article under the CC BY-NC-ND 
4.0 license.

Introduction
Precision mental health care is an emerging field that 
employs data-driven methods to monitor patients’ 
treatment response, to model their prognosis, and to 
personalise their treatment accordingly.1 Two types of 

data-driven methods include expected treatment response 
models and patient profiling models.

The expected treatment response concept was first 
introduced by Lutz and colleagues2 and further 
developed by Finch and colleagues3 into a practical 
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clinical decision making tool. To develop expected 
treatment response models, repeated patient-reported 
outcome measures from large clinical samples are 
analysed using growth curve modelling. Cases are 
clustered into subgroups who have the same baseline 
severity in the relevant outcome measure, and a growth 
curve is plotted following the curvilinear dose-response 
effect observed by Howard and colleagues.4 Finch 
and colleagues3 proposed modelling 80% prediction 
intervals around the expected treatment response curve 
to enable clinicians to assess if a patient’s response to 
treatment is on track or not on track by comparison to 
clinical norms. Although expected treatment response 
models offer a practical method of monitoring treat-
ment response, response patterns for individuals can 
substantially deviate from aggregated group trends.5

It has long been recognised that clinical populations 
are often heterogeneous in terms of their psychometric, 
demographic, and interpersonal characteristics, which 
might partly explain why some patients respond better or 
more quickly than others.6 Patient profiling focuses on 
understanding the patient’s unique combina tion of 
characteristics and their association with clinical out-
comes. Several patient profiling methods have been 
applied in psychotherapy, including case-mix adjusted 
expected treatment response models,2 k-nearest 
neighbours analysis,7 latent profile analysis,8 and risk 
stratification approaches.9,10 Despite their methodological 
differences, these studies converge in the observation 
that different subgroups of patients respond differently 
to treatment.

To date, expected treatment response models are 
considered the methodological standard in psychotherapy 
services that apply data-driven models to guide clinical 
decision making. Expected treatment response models 
have been integrated into a number of computerised 

feedback systems in different countries.11–14 Such systems 
have been tested in clinical trials whereby therapists 
receive computerised feedback about their patients’ 
treatment response, with a particular focus on patients 
who are not on track and might require some 
personalised adjustments to their treatment plan. Meta-
analyses of these trials have indicated that using feedback 
systems helps to improve treatment outcomes,15,16 
especially for patients classified as not on track.16

Despite their proven effects, expected treatment 
response-based feedback models have some limitations. 
First, they model expected symptom trajectories that are 
adjusted for baseline severity, but not other relevant 
patient characteristics.15 Some researchers have argued 
that this is a parsimonious approach to generate clinical 
norms,17 but others propose that combining patient 
profiling and expected treatment response methods 
could enhance predictive accuracy.7 Second, conventional 
expected treatment response models use data smoothing 
techniques (ie, growth curves), which result in some loss 
of information that might be contained in raw time-
series data that typically show non-linear patterns of 
change. Third, expected treatment response models are 
designed to identify an atypical and relatively small 
subsample of patients at risk of elevated symptoms 
(around 10%),3 but they are not sensitive to the large 
proportion of patients who do not attain clinically 
significant improvement after therapy (around 40–50%). 
Fourth, expected treatment response curves are so-called 
fixed predictions calculated after the initial assessment, 
which do not change over the course of treatment. This 
approach places considerable emphasis on a single 
baseline severity measure, which could be influenced 
by measurement error. So-called dynamic expected 
treatment response models could be designed to have the 
capability of learning from new incoming data collected 

Research in context 

Evidence before this study
We searched PubMed and PsycINFO from inception to 
Jan 8, 2021, for meta-analyses of feedback-informed treatment 
studies in the field of psychotherapy using the search terms 
“therapy”, “feedback”, and “routine outcome monitoring”, 
with no language restrictions. We also hand-searched the 
reference lists of eligible studies. Overall, eight meta-analyses, 
including more than 20 controlled studies, were published in 
peer-reviewed journals (excluding unpublished studies and 
educational theses). According to these meta-analyses, 
the evidence was generally of moderate quality. Findings 
indicated that treatment outcomes can be improved when 
therapists use clinical prediction and feedback models, with small 
effect sizes in general clinical samples (Cohen’s d 0·07–0·28) and 
small to moderate effects in patients classified as not on track 
(Cohen’s d 0·21–0·53). Such models enable the timely 
identification of patients who have a poor expected prognosis, 

enabling therapists to resolve problems. Contemporary systems 
use expected treatment response models to provide feedback to 
therapists about their patients’ treatment response.

Added value of this study
This study demonstrates that clinical prediction models can 
generalise with high accuracy to multiple psychological services, 
in different geographical regions, with different therapists. 
Furthermore, the dynamic prediction model was significantly 
more accurate than the expected treatment response model, 
which is the current methodological standard in the field of 
psychotherapy.

Implications of all the available evidence
The development of dynamic clinical prediction models 
represents an important methodological advance in the field of 
precision mental health care because it improves the accuracy 
and potential clinical utility of such models.
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during treatment.14 Furthermore, the prognostic accuracy 
of such models could potentially be enhanced using 
modern machine learning techniques such as regularisa-
tion, resampling, and cross-validation.10

On the basis of the available literature, we developed and 
tested the generalisability of a dynamic progress feedback 
model using data from two linked studies, with the aim of 
overcoming some of the limitations of previous expected 
treatment response systems.

Methods
Study design and data sources
For this prediction model development and validation 
study, we obtained data from two linked studies of adult 
patients (aged ≥16 years) with common mental disorders 
who had accessed therapy via Improving Access to 
Psychological Therapies (IAPT) services managed by 
UK National Health Service (NHS) Trusts. In study 1, 
fully anonymised clinical data were collected by the 
IAPT services in two NHS Trusts in the north of 
England: Leeds Community Healthcare NHS Trust and 
Cumbria Northumberland Tyne and Wear NHS 
Foundation Trust. Data from Leeds Community 
Healthcare NHS Trust were collected between March, 
2012, and December, 2014, and data from Cumbria 
Northumberland Tyne and Wear NHS Foundation Trust 
were collected between April, 2017, and June, 2018. In 
study 2, data were collected contemporaneously by IAPT 
services in eight NHS Trusts covering diverse regions of 
England: South West Yorkshire Partnership NHS 
Foundation Trust, North East London NHS Foundation 
Trust, Whittington Health NHS Trust, Barnet Enfield 
and Haringey Mental Health Trust, Pennine Care NHS 
Foundation Trust, Cheshire and Wirral Partnership 
NHS Foundation Trust, Cambridgeshire and Peter-
borough NHS Foundation Trust, and Humber NHS 
Foundation Trust. These IAPT services opted-in to 
participate in the study, which was promoted via email 
to IAPT services in all regions of England between 
January, 2014 and May, 2017. Together, the participating 
NHS Trusts across both studies managed 25 teams that 
were part of the national IAPT programme. Datasets 
collected in both studies included anonymised electronic 
health records for adolescents (aged ≥16 years) and 
adults accessing psychological treatments for common 
mental disorders across participating IAPT services.

Data collection for study 1 was approved by the West 
Midlands—Coventry and Warwickshire Research Ethics 
Committee (ref 18/WM/0012) and data collection for 
study 2 was approved by the London—City and East 
NHS Research Ethics Committee (ref 15/LO/2200). The 
need for written informed consent was waived because 
patient-level data were fully anonymised.

Procedures
IAPT is a treatment system that delivers psychological 
interventions for depression and anxiety disorders 

organised in a stepped care model.18 Many patients initially 
access low intensity guided self-help and later have the 
option to access high intensity psychological therapies if 
their symptoms persist. Low intensity interventions are 
based on principles of cognitive behavioural therapy, 
and involve learning coping skills with the support of a 
qualified practitioner for up to eight sessions. High 
intensity interventions are psychotherapies of longer 
duration (up to 20 sessions), including cognitive behav-
ioural therapy, interpersonal psychotherapy, person-
centred counselling, and other empirically-supported 
treatments. These interventions are delivered by 
practitioners qualified to a postgraduate level, following 
structured treatment protocols endorsed by national 
guidelines,19,20 and under regular supervision from 
experienced therapists.

We collected patient-reported depression (Patient Health 
Questionnaire 9 [PHQ-9]) and anxiety (Generalised 
Anxiety Disorder 7 [GAD-7]) symptom measures on a 
session-by-session basis to monitor treatment progress. 
The PHQ-9 is a nine-item measure of depression 
symptoms, in which each item is rated on a 0–3 Likert 
scale, yielding an overall depression severity score 
between 0 and 27.21 A cutoff score of 10 or higher 
is recommended to screen for clinically significant 
depression symptoms, with adequate sensitivity (88%) 
and specificity (88%), and a difference of 6 points or more 
between assessments is indicative of statistically reliable 
change.22 The GAD-7 questionnaire is a seven-item 
measure used to identify anxiety disorders; each item is 
also rated on a 0–3 Likert scale, yielding a total anxiety 
severity score between 0 and 21.23 A cutoff score of 8 or 
higher is recommended to identify clinically significant 
anxiety symptoms, with adequate sensitivity (77%) and 
specificity (82%),23 and a difference of 5 points or more is 
indicative of statistically reliable change.22

Treatment response was defined according to Jacobson 
and Truax’s concept of reliable and clinically significant 
improvement,24 which requires post-treatment scores to 
be below the relevant cutoff score for each outcome 
measure, and to have improved by a magnitude greater 
or equal to the reliable change index relative to the 
baseline measure. Separate prediction models were 
calculated for depression (PHQ-9) and anxiety (GAD-7) 
outcome measures. This approach supported the 
development of feedback models that prioritise the 
attainment of full remission of symptoms, and which 
provide therapists with highly specific feedback about 
each symptom domain (depression or anxiety).

The datasets from study 1 included Leeds Risk Index 
scores for each patient. The Leeds Risk Index is a patient 
profiling method that classifies patients into those with 
low, moderate, or high risk of treatment failure.9 The 
Leeds Risk Index determines the patient’s profile using 
combined weights from six features (age, employment, 
disability, depression severity, functional impairment, 
and initial outcome expectancy).
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Descriptive demographic (age, gender, ethnicity, 
employment) and clinical (primary diagnosis recorded in 
clinical records) data were obtained for participants in 
both studies.

Model cross-validation strategy
Research on trajectories of change in psychotherapy 
indicates that at least three timepoints are necessary to 
model non-linear trends, and an additional timepoint 
is necessary to ensure that treatment outcomes (ie, 
dependent variable) are not confounded with predictors 
(ie, independent variables) in time-series analysis.25 
On this basis, we only included patients who had 
pretreatment symptoms above the cutoff score for one or 
both measures (PHQ-9, GAD-7), and who attended at 
least four treatment sessions. Thus, data for 4353 patients 
from study 1 and 73 018 patients from study 2 were used 
to develop our model. Overall, the sample of patients 
included in studies 1 and 2 represents 66% of all patients 
who accessed therapy in IAPT services managed by 
participating NHS Trusts during the data collection 
period.

We used the dataset from Leeds Community Healthcare 
NHS Trust (n=2317) from study 1 to train prediction 
models and the dataset from Cumbria Northumberland 
Tyne and Wear NHS Foundation Trust (n=2036) was 
used as an external test sample. The full dataset from 
study 2 was split into a training sample (n=42 992; South 
West Yorkshire Partnership NHS Foundation Trust, 
North East London NHS Foundation Trust, Cheshire 
and Wirral Partnership NHS Foundation Trust, and 
Cambridgeshire and Peterborough NHS Foundation 
Trust) and test sample (n=30 026; Whittington Health 
NHS Trust, Barnet Enfield and Haringey Mental Health 
Trust, Pennine Care NHS Foundation Trust, and Humber 
NHS Foundation Trust).

Development and validation of dynamic prediction 
models
We used the study 1 datasets to develop a parsimonious 
prediction model based solely on session-by-session 
outcome measures. The predictive accuracy of the model 
was also compared with a model that included patient 
profiling data.

We developed separate prediction models for depres sion 
(PHQ-9) and anxiety (GAD-7) outcomes, only using data 
from the training sample (n=2317). Session-by-session 
outcome data were entered into an iterative logistic 
regression analysis. The output of the prediction model 
was a predicted probability (range 0–100%) of attaining 
reliable and clinically significant improvement by the end 
of therapy. The model was repeatedly retrained by the 
addition of information collected at each sequential 
therapy session, which recalibrated the output (predicted 
probability) over time. Since treatment duration varies 
considerably across patients, we trained each subsequent 
regression model using smaller subsamples of patients 

who remained in treatment at each modelling step. For 
example, the regression model for session six included 
all patients who attended at least seven sessions, so that 
predictive information collected up to session six was not 
confounded with the post-treatment outcome that was 
measured at session seven or later. Previous research 
indicates that IAPT patients who attend a similar number 
of treatment sessions have similar outcomes;25 therefore, 
this modelling strategy enabled the leverage of prognostic 
information from similar patients clustered by treatment 
duration in a way that reflects the fact that therapists do 
not know in advance exactly how many sessions each 
patient will attend.

Four predictors were entered into each regression 
model: a baseline outcome measure (eg, PHQ-9 at 
session one), the measure recorded at the index session 
(eg, PHQ-9 at session five for the fifth model), a risk 
sum, and a within-person SD. The risk sum was 
calculated by comparing the patient’s current outcome 
measure with that of the sample mean for that session. 
If the patient’s measure was 1 SD higher than the sample 
mean (ie, more severe than expected), the risk sum 
increased by 1 point. If the patient’s symptoms were 
consistently more severe than the sample mean, the 
risk sum increased cumulatively over time. The SD was 
calculated from each patient’s session-by-session 
outcome measures, representing their degree of 
variability in change over time. Patients with extreme 
symptom fluctuations had a higher SD than did patients 
with less intense symptom fluctuations. Thus, the 
prediction model learned from sample-level and patient-
level changes over time. Regression models started 
by entering all four predictors, and non-significant 
predictors (p>0·05) were removed using backward 
elimination at each new iteration, to attain the most 
simple and most parsimonious model for each therapy 
session.

We did an a priori sample size calculation using Hsieh’s 
criteria26 for logistic regression and effect size estimates 
from previous literature,25 which indicated a minimum 
requirement of 132 patients for each modelling step (ie, 
for each subsample selected over the iterative models 
from session-to-session). Therefore, we applied the 
dynamic regression modelling approach up to session 
seven for low intensity interventions, and up to session 12 
for high intensity interventions, at which point sample 
sizes reduced below the minimum sample size 
requirement. Separate models for low and high intensity 
treatments were estimated to meet the assumption of 
independent observations (because some patients 
accessed both treat ments), and previous research 
indicates different dose–response patterns for these types 
of interventions.27 This strategy enabled us to train a 
dynamic prediction model using iterative logistic 
regressions, referred to as the Oracle algorithm hereafter, 
and which is mainly characterised by the inclusion of the 
four predictors described.
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We also developed a second version of the model, 
referred to as Oracle2 hereafter. A baseline model 
included patient-profiling information (Leeds Risk Index 
classification scores) from a pretreatment assessment 
and symptom severity data from treatment session one. 
Subsequent models were retrained by additionally 
entering Leeds Risk Index classification scores for each 

patient as a pre dictor at each modelling step, so that the 
output was adjusted for different patient profiles. Once 
both versions of the algorithm were developed in the 
training sample, we applied them in the external test 
sample. The out-of-sample performance of these models 
was examined using conventional indices of explained 
variance (Nagelkerke’s pseudo R² from logistic 

Study 1 Study 2

Training sample (n=2317) Test sample (n=2036) Training sample (n=42 992) Test sample (n=30 026)

Demographic characteristics

Age, years 36·59 (13·39) 41·19 (15·43) 40·01 (14·47) 40·68 (14·51)

Sex

Male 764 (33·0%) 765 (37·6%) 14 692 (34·2%) 10 266 (34·2%)

Female 1553 (67·0%) 1271 (62·4%) 28 300 (65·8%) 19 760 (65·8%)

Unemployed 414 (17·9%) 195 (9·6%) 9886 (23·0%) 7629 (25·4%)

Ethnicity

White British 1933/2228 (86·8%) 1962 (96·4%) 34 838/40 320 (86·4%) 23 144/27 683 (83·6%)

Other 295/2228 (13·2%) 74 (3·6%) 5482/40 320 (13·6%) 4539/27 683 (16·4%)

Clinical characteristics

Baseline PHQ-9 score 15·38 (5·81) 15·77 (5·27) 16·10 (5·62) 16·35 (5·70)

Baseline GAD-7 score 14·22 (4·44) 14·75 (4·28) 14·60 (4·38) 14·68 (4·42)

Leeds Risk Index

Low risk 714 (30·8%) 457 (22·4%) NA NA

Moderate risk 1161 (50·1%) 1156 (56·8%) NA NA

High risk 442 (19·1%) 423 (20·8%) NA NA

Primary diagnosis

Affective disorder* 520/2196 (23·7%) 711/1898 (37·5%) 16 677/39 157 (42·6%) 7822/25 509 (30·7%)

Generalised anxiety disorder 229/2196 (10·4%) 735/1898 (38·7%) 5820/39 157 (14·9%) 3323/25 509 (13·0%)

Mixed depression and anxiety 
disorder

787/2196 (35·8%) 18/1898 (0·9%) 8973/39 157 (22·9%) 9583/25 509 (37·6%)

Panic disorder with or without 
agoraphobia

102/2196 (4·6%) 93/1898 (4·9%) 1049/39 157 (2·7%) 1089/25 509 (4·3%)

Social anxiety disorder 59/2196 (2·7%) 0 724/39 157 (1·8%) 650/25 509 (2·5%)

Specific phobia 18/2196 (0·8%) 16/1898 (0·8%) 299/39 157 (0·8%) 209/25 509 (0·8%)

Obsessive-compulsive disorder 65/2196 (3·0%) 50/1898 (2·6%) 1043/39 157 (2·7%) 632/25 509 (2·5%)

Post-traumatic stress disorder 42/2196 (1·9%) 120/1898 (6·3%) 1280/39 157 (3·3%) 1186/25 509 (4·6%)

Other 374/2196 (17·0%) 155/1898 (8·2%) 3292/39 157 (8·4%) 1015/25 509 (4·0%)

Treatment pathway

Completed treatment after low 
intensity treatment

1293 (55·8%) 875 (43·0%) 17 283 (40·2%) 11 440 (38·1%)

Completed treatment after high 
intensity treatment

1024 (44·2%) 1161 (57·0%) 25 709 (59·8%) 18 586 (61·9%)

Treatment sessions 12 (6·5) 8 (4·4) 10·39 (4·48) 9·26 (4·23)

RSCI after low intensity treatment

PHQ-9 1205 (52·0%) 1405 (69·0%) 23 216 (54·0%) 15 313 (51·0%)

GAD-7 1251 (54·0%) 1405 (69·0%) 23 216 (54·0%) 15 313 (51·0%)

RCSI after high intensity treatment

PHQ-9 1321 (57·0%) 1242 (61·0%) 21 496 (50·0%) 14 412 (48·0%)

GAD-7 1321 (57·0%) 1201 (59·0%) 21 496 (50·0%) 14 412 (48·0%)

Data are n (%), mean (SD), or n/N (%). Percentages were calculated excluding cases with missing data. Sample characteristics by low intensity and high intensity treatment 
are available in the appendix (pp 1–2). PHQ-9=Patient Health Questionnaire 9. GAD-7=Generalised Anxiety Disorder 7. NA=not available. RCSI=reliable and clinically 
significant improvement after treatment. *Includes major depressive disorder, recurrent depression, and dysthymia; around 85% of patients in this category presented with 
major depressive disorder.

Table 1: Sample characteristics



Articles

e236 www.thelancet.com/digital-health   Vol 3   April 2021

regression28) and predictive accuracy (area under the 
curve [AUC], positive predictive values [PPVs], and 
negative predictive values [NPVs]). The AUC was the 
primary index of performance accuracy. We interpreted 
values of 0·70 and higher to indicate fair accuracy and 
values of 0·80 and higher to indicate optimal accuracy, 
according to conventional standards in clinical medicine.29 
PPV and NPV help to assess the extent to which the 
model can correctly classify cases that do and do not 
attain reliable and clinically significant improvement of 
symptoms after treatment. We also developed two simpler 
models: a baseline model that only used baseline 
symptom severity as the sole predictor and a model that 
only used baseline severity and the symptom score of 
each index therapy session.

We used the data from study 2 to compare the predic tion 
accuracy of the Oracle algorithm with alternative 
modelling approaches. As a first step, we retrained the 

Oracle algorithm using a multiservice training sample to 
enhance generalisability. Next, using the same training 
sample, we developed six alternative models (Bayesian 
updating algorithm, elastic net regularisation, extreme 
gradient boosting, support vector machine, neural 
networks, and expected treatment response model; 
appendix pp 11–13). All modelling approaches used the 
same four predictors (baseline symptom score, symptom 
score at the index session, sample-based risk sum, and 
within-person SD), and followed the same sample 
selection and dynamic iterative modelling pipeline 
described in study 1.

The second model was similar to Oracle, but applied a 
Bayesian updating framework,30 in which the predicted 
probability from model k (a posterior probability) was 
entered as an additional predictor (now a prior probability) 
in model k + 1 along the dynamic modelling pipeline. 
Four additional models performed variable selection, 
variable weighting (eg, the magnitude assigned to each 
regression term), and computation of predicted probabi-
lities using different machine learning approaches that 
included: elastic net regularisation;31 extreme gradient 
boosting;32 support vector machines with calibrated 
posterior probabilities based on Platt’s method;33 and 
a multilayer perceptron algorithm,34 which is a feed-
forward, supervised neural network approach. Further 
details about the machine learning models are included 
in the appendix (pp 11–13).

We also developed a conventional expected treatment 
response model, based on the method proposed by Finch 
and colleagues,3 and adapted for outcome measures used 
in IAPT services.13 This method was based on clustering 
patients according to baseline severity sub groups in 
each outcome measure (PHQ-9, GAD-7), applying growth 
curve modelling using a log-linear trend, and computing 

Test 
sample, n

Overall sessions 
(SD)*

Oracle (R² 0·031–0·382†) Oracle2 (R² 0·054–0·382†)

Session AUC (95% CI) PPV NPV AUC (95% CI) PPV NPV

Session 1 1040 8·20 (3·92) 0·585 (0·548–0·622) 0·630 0·607 0·614 (0·578–0·650) 0·660 0·554

Session 2 1000 8·14 (3·90) 0·669 (0·635–0·702) 0·668 0·581 0·678 (0·645–0·711) 0·668 0·585

Session 3 997 8·21 (3·93) 0·737 (0·706–0·768) 0·711 0·608 0·739 (0·709–0·770) 0·706 0·604

Session 4 853 8·94 (3·80) 0·769 (0·736–0·801) 0·756 0·646 0·769 (0·736–0·802) 0·750 0·627

Session 5 716 9·71 (3·67) 0·780 (0·744–0·816) 0·772 0·670 0·783 (0·748–0·819) 0·771 0·672

Session 6 589 10·52 (3·63) 0·788 (0·748–0·827) 0·780 0·647 0·783 (0·744–0·823) 0·770 0·636

Session 7 479 11·33 (3·57) 0·814 (0·773–0·855) 0·788 0·690 0·814 (0·773–0·855) 0·788 0·690

Session 8 356 12·37 (3·51) 0·826 (0·779–0·873) 0·809 0·708 0·826 (0·779–0·873) 0·809 0·708

Session 9 283 13·27 (3·39) 0·811 (0·760–0·862) 0·783 0·676 0·811 (0·760–0·862) 0·783 0·676

Session 10 220 14·29 (3·30) 0·830 (0·775–0·884) 0·790 0·667 0·830 (0·775–0·884) 0·790 0·667

Session 11 176 15·01 (3·12) 0·816 (0·754–0·877) 0·764 0·660 0·816 (0·754–0·877) 0·764 0·660

Session 12 125 16·22 (2·94) 0·824 (0·746–0·902) 0·795 0·730 0·824 (0·746–0·902) 0·795 0·730

The outcome of interest was reliable and clinically significant improvement in depression after treatment, measured using the Patient Health Questionnaire 9. AUC=area 
under the curve. PPV=positive predictive value. NPV=negative predictive value. *Mean number of total therapy sessions attended by the subsample of patients used to train 
each of the prediction models. †Proportion of variance explained for the target disorder (estimated by Nagelkerke’s pseudo R²).

Table 2: Out-of-sample performance indices for the Oracle and Oracle2 dynamic prediction models for depression treatment outcome in study 1

Figure 1: Out-of-sample predictive accuracy of Oracle and Oracle2 models over time in study 1
Error bars show 95% CIs. AUC=area under the curve.
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95% CIs to classify patients as on track or not on track. 
Once all models were developed in the training sample, 
their performance was assessed in an external test sample 
using the same indices as study 1. All analyses were done 
using SPSS (version 26) and IBM Modeler (version 18.2.1).

Role of the funding source
The funder of the study had no role in study design, data 
collection, data analysis, data interpretation, or writing of 
the report.

Results
A summary of baseline and clinical characteristics 
of the patients included in datasets is provided in table 1. 
The proportion of patients who achieved reliable and 
cli nically significant improvement and socioeconomic 
features were balanced across the training and test 
samples of both studies. For simplicity, here we describe 
the results of the depression (PHQ-9) dynamic prediction 
models for high intensity psychotherapies. Results for 
the anxiety (GAD-7) models, and those for low intensity 
interventions are in the appendix (pp 3–10).

In study 1, the predictive accuracy of the Oracle 
algorithm was modest for session one (AUC 0·59 
[95% CI 0·55–0·62], PPV 0·63, NPV 0·61) but improved 
over time, reaching clinically useful accuracy as early as 
session three (AUC 0·74, PPV 0·71, NPV 0·61), and high 
accuracy (AUC 0·81, PPV 0·79, NPV 0·69) from session 
seven onwards (table 2). Similarly, PPV and NPV 
improved over time, but PPV was generally higher than 
NPV (table 2). Oracle explained up to 38·2% of variability 
in treat ment outcomes. The performance indices for 
Oracle2 were very similar. No significant differences in 
predictive accuracy were identified between the Oracle 
algorithm and Oracle2, as shown by the overlap in 
95% CIs (figure 1).

A simpler model that only used baseline severity had 
poorer performance indices, never exceeding an AUC 
of 0·65, and the addition of a session score as an 
additional predictor improved the AUC to an accuracy 
level com parable with the Oracle algorithm, but with 
marginally lower explained variance (R² 0·031–0·379; 
appendix p 5). The same findings were observed for 
anxiety treatment outcomes (appendix p 3), and for low 
intensity treatment prediction models (appendix p 4).

In study 2, the predictive accuracy of the Oracle 
algorithm trained using logistic regression improved 
over time, with modest accuracy observed at session one 
(AUC 0·60, PPV 0·56, NPV 0·60), which reached an 
optimal threshold (AUC ≥0·80) by session seven 
(AUC 0·80, PPV 0·70, NPV 0·75; table 3). PPV and NPV 
improved over time, and NPV was generally higher 
than PPV (table 3). The Oracle algorithm explained up 
to 47·3% of variability in treatment outcomes. The 
performance indices for all alternative models were very 
similar, with the exception of the expected treatment 
response model, which was consistently less accurate 
(figure 2). The expected treatment response model had 
high NPV indices (>0·80 by session seven), but low PPV 
(around 0·50) relative to the other models, and the 
lowest explained variance (upper bound of 31·3%). The 
results also showed that the performance of the extreme 
gradient boosting model marginally outperformed other 
models up to session six, with very similar performance 
to the other models observed up until session 17, after 
which its performance was lower than other models, but 
better than the expected treatment response model.

The same pattern of results was obtained for anxiety 
treatment outcomes (appendix p 8), and for low intensity 
treatment prediction models (appendix pp 9–10).

Discussion
The results of this prediction model development and 
validation study demonstrate that it is possible to predict 
psychological treatment outcomes with high accuracy, 
using routinely available outcome measures collected on 
a session-by-session basis. Our results indicate that a 
dynamic clinical prediction model generalises to multiple 
services in different geographical regions, with different 
therapists, and future cases relative to the time at which 
patients included in the training sample were treated. 
Prediction accuracy was modest for the earliest sessions 
of therapy, but reached a fair level (AUC ≥0·70) as early 
as session three and an optimal level (AUC ≥0·80) by 
session seven. The explained variance of the model (but 
not predictive accuracy) was marginally improved by 
the inclusion of sample-level (risk sum) and patient-
level (within-subject SD) information, beyond base line 
severity and session-by-session symptom scores. 
However, supplementing the prediction model with more 
detailed patient profiling data (Leeds Risk Index) did not 
significantly improve explained variance or prediction 
accuracy. This finding suggests that simple, easy to collect, 

Figure 2: Out-of-sample predictive accuracy indices for prediction models in study 2
95% CIs for AUC values are shown in the appendix (p 7). AUC=area under the curve. ENR=elastic net regularisation. 
XGBoost=extreme gradient boosting. SVM=support vector machines. NeuralNet=neural networks based on a 
multilayer perceptron algorithm.
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session-by-session symptom scores can yield clinically 
useful prognostic information, which minimises prob-
lems resulting from missing data and the burden, cost, 
and complexity associated with multivariable models.

The results of our study demonstrate that dynamic 
prediction models outperform the expected treatment 
response models, which are considered the method-
ological standard in the field of feedback-informed 
treatment at present. The difference in predictive accuracy 
(AUC) for the first seven sessions between the expected 
treatment response model and all other dynamic models 
was 0·07–0·09. In this regard, the development of 
dynamic prediction models is an important advance in 
the field of progress feedback. The expected treatment 
response model had fairly high NPV, which is important 
because this ensures that patients at high risk of treat-
ment failure are accurately identified in a timely manner 
to rectify problems that might be impeding symptom 
improvement.

The improved accuracy of dynamic models was 
particularly evident in the early phases of therapy, where 
information from early response to treatment is lever-
aged. Previous evidence indicates that early symptomatic 
response to psychotherapy is a reliable prognostic indica-
tor.35 Similarly, non-linear patterns of change such as 
sudden improvements in symptoms are also known to 
predict treatment outcomes, and these changes mostly 
occur during the early phase of treatment.36 Furthermore, 
dose–response studies in IAPT settings consistently show 
that most treatment responders show signs of symptomatic 
improvement during the first 2 months of treatment.25,27

Advanced machine learning analyses did not enhance 
prediction accuracy. Overall, the performance of the most 
simple and most parsimonious model based on logistic 
regression was similar to that of more com putationally 
intensive approaches. These results are consistent with 
previous research showing similar out-of-sample perfor-
mance for different machine learning approaches applied 
in various clinical settings.37,38 Similarly, a systematic review 
of 71 studies concluded that clinical prediction models 
trained using machine learning analyses do not signifi-
cantly outperform those trained using logistic regression.39 
In our study, however, we only had access to a relatively 
sparse set of patient-level features. In theory, machine 
learning approaches are thought to be advantageous in 
datasets with a much larger number of predictors or in 
situations where there is a larger ratio of features-to-cases 
(ie, many predictors across a restricted number of 
individuals).33,34 The performance of the extreme gradient 
boosting model was marginally more accurate in the early 
sessions of treatment (1–6), and less accurate than other 
models after session 17. This difference in performance is 
likely to indicate that the variable weighting approach used 
by the extreme gradient boosting model might help 
to marginally optimise accuracy in large samples, but 
the accuracy deteriorates when the sample size reduces 
below 500, as observed in the present study.

In the future, dynamic prediction algorithms could be 
integrated into computerised symptom-monitoring and 
feedback systems that could enable psychotherapists to 
adjust treatment in real-time for patients with a poor 
expected prognosis.14 The improved prediction accuracy 
of this dynamic model compared with the expected 
treatment response model used in routine care is likely 
to minimise classification error by correctly identifying 
patients at risk of a poor prognosis, thus prompting their 
timely evaluation as part of clinical supervision, which 
is a well-established approach to improve outcomes for 
patients at risk of deterioration.13 To implement the new 
Oracle algorithm in routine care, the model could be 
integrated into clinical data management systems used 
in psychological services to process routine outcomes 
data to alert clinicians to patients who are not on track, 
thus prompting their timely prioritisation for clinical 
supervision.

The results of our study should be considered in the 
context of several limitations. Outcomes were defined 
using patient-reported symptom measures, and no formal 
post-treatment diagnoses or observer-rated outcomes 
were available. Furthermore, the post-treatment outcomes 
were defined using the same measures used to monitor 
symptoms during treatment; therefore, we could not test 
prediction accuracy relative to an independent outcome 
measure. Treatment outcomes were defined at the end of 
psychological treatment, and therefore the prediction 
accuracy of these models over a longer timeframe could 
not be assessed. Furthermore, the majority of patients 
included in this study were of White British ethnicity; 
therefore, the generalisability to patients from other ethnic 
groups remains unclear. Datasets for this study were 
aggregated at an NHS Trust level, and thus more granular 
distinctions between different IAPT teams working within 
these organisations could not be made. It remains unclear 
whether implementation of this dynamic prediction 
system would improve outcomes compared with available 
expected treatment response systems, and evidence from 
randomised controlled trials would be required to assess 
this question. Overall, future studies should seek to 
overcome these limitations by validating the predictive 
accuracy of dynamic predictions based on self-reported 
question naires relative to observer-rated outcomes or 
diagnostic interviews over a longer period of time after the 
end of therapy, and should include more ethnically diverse 
populations.

In conclusion, dynamic clinical prediction models con-
siderably outperform so-called static predictions made at a 
single timepoint, and predictions from expected treatment 
response models used in contemporary feedback systems.
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